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Responsible Innovation and Artificial 
Intelligence: A Comprehensive Briefing 
From Theory to Practice: Navigating the Challenges of Responsible AI 

Conceptual Background 
Defining Responsible Innovation and AI Ethics: Responsible innovation broadly refers to the 

practice of designing and deploying new technologies in a manner that is ethical, sustainable, and 

aligned with societal values and needs. A widely cited definition by von Schomberg (2011) 

describes Responsible Research and Innovation as “a transparent, interactive process by which 

societal actors and innovators become mutually responsive to each other with a view on the 

(ethical) acceptability, sustainability and societal desirability of the innovation process and its 

marketable products” (tas.ac.uk). In simpler terms, responsible innovation means taking care of 

the future through collective stewardship of science and innovation in the present (tas.ac.uk). When 

applied to Artificial Intelligence (AI), these ideas translate into Responsible AI: an approach to 

developing, deploying, and using AI systems that align with ethical principles and societal values 

(atlassian.com). In practice, Responsible AI aims to ensure AI technologies are technically robust, 

socially beneficial, and ethically sound, enhancing human well-being while mitigating risks 

(atlassian.com). This concept has gained prominence as AI systems increasingly impact areas like 

hiring, healthcare, finance, and justice, raising concerns about bias, transparency, privacy and 

accountability (atlassian.com, atlassian.com). AI ethics emerged as a distinct field in the 2010s in 

response to such challenges, with companies and research institutions formulating principles to 

proactively manage AI development responsibly (ibm.com). 

Evolution and Intersections: The notion of responsible innovation is not entirely new – it builds 

on longstanding discussions in technology ethics. However, it was formalized in the last decade 

through frameworks like Responsible Research and Innovation (RRI) in Europe and analogous 

efforts elsewhere. For example, the UK scholars Stilgoe, Owen, and Macnaghten (2013) proposed 

a seminal RRI framework with four key dimensions: anticipation, reflexivity, inclusion, and 

responsiveness (apenetwork.it, apenetwork.it). Anticipation involves thinking ahead about 

potential impacts, risks, and “unknown unknowns” of technology (including unintended 

https://tas.ac.uk/responsible-research-innovation/what-is-responsible-research-and-innovation-rri/#:~:text=%E2%80%98Responsible%20Research%20and%20Innovation%20is,eu%2Fen%2Fpublication
https://tas.ac.uk/responsible-research-innovation/what-is-responsible-research-and-innovation-rri/#:~:text=%E2%80%9CResponsible%20innovation%20means%20taking%20care,1580%2C%20https%3A%2F%2Fdoi.org%2F10.1016%2Fj.respol.2013.05.008
https://www.atlassian.com/blog/artificial-intelligence/responsible-ai#:~:text=Responsible%20AI%20is%20an%20approach,ethical%20principles%20and%20societal%20values
https://www.atlassian.com/blog/artificial-intelligence/responsible-ai#:~:text=Essentially%2C%20responsible%20AI%20aims%20to,finance%2C%20or%20any%20other%20field
https://www.atlassian.com/blog/artificial-intelligence/responsible-ai#:~:text=Artificial%20intelligence%20is%20everywhere%20these,real%20issues%20we%E2%80%99re%20grappling%20with
https://www.atlassian.com/blog/artificial-intelligence/responsible-ai#:~:text=Fairness%20and%20bias%20mitigation
https://www.ibm.com/think/topics/responsible-ai#:~:text=The%20widespread%20adoption%20of%20machine,manage%20their%20AI%20efforts%20responsibly
https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=Councils,All%20rights%20reserved
https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=propose%20,of%20innovation%2C%20which%20can%2C%20in
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consequences) (apenetwork.it). Reflexivity asks innovators to critically reflect on their own 

assumptions, values, and the purposes of the innovation (apenetwork.it). Inclusion calls for 

engaging a broad range of stakeholders (from domain experts to affected communities and the 

public) in the innovation process (apenetwork.it). Responsiveness means being able to change 

course in response to societal inputs or new information, ensuring the innovation process can adapt 

to public values or concerns (apenetwork.it). These dimensions underpin responsible innovation 

and directly inform responsible AI development – for instance, AI developers are encouraged to 

anticipate social impacts, reflect on ethical responsibilities, include diverse voices, and be willing 

to adjust design choices in light of stakeholder feedback (nesta.org.uk). 

Ethical Frameworks and Theories: Several overlapping frameworks guide the practical 

implementation of responsible innovation in AI. One influential approach is Value-Sensitive 

Design (VSD) – “a theoretically grounded approach to the design of technology that accounts for 

human values in a principled and comprehensive manner throughout the design process” 

(cseweb.ucsd.edu). VSD provides methods to integrate values (such as privacy, fairness, 

autonomy, safety) into technology from the earliest stages, via an iterative process of conceptual, 

technical, and empirical investigations (cseweb.ucsd.edu). In the AI context, VSD might entail, for 

example, explicitly incorporating values like non-discrimination or respect for human dignity into 

system requirements and testing. Another important concept is anticipatory governance, which 

emphasizes foresight and early governance of emerging tech. David Guston defines anticipatory 

governance as “a broad-based capacity extended through society that can act on a variety of inputs 

to manage emerging knowledge-based technologies while such management is still possible” 

(pubmed.ncbi.nlm.nih.gov). In practice, this involves activities like scenario planning, ethical risk 

assessment, and participatory technology assessment applied to AI – essentially governing AI 

proactively rather than reacting after harms occur. Meanwhile, the idea of human-centered AI has 

gained traction, arguing that AI should be designed around human needs, rights, and values. The 

EU’s Ethics Guidelines for Trustworthy AI, for instance, advocate a “human-centric approach to 

AI” where human well-being and oversight are paramount (aepd.es). A human-centered (or 

human-centric) AI system keeps human values at the core of its development and use, ensuring 

fundamental rights, human dignity, and user agency are respected (aepd.es). In practical terms, this 

can mean AI that augments human decision-making instead of replacing it, and interfaces that are 

usable and consider human cognitive and social factors. 

https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=The%20governance%20of%20emerging%20science,and%20explore%20four%20integrated%20dimensions
https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=propose%20,of%20innovation%2C%20which%20can%2C%20in
https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=propose%20,of%20innovation%2C%20which%20can%2C%20in
https://www.apenetwork.it/wp-content/uploads/2024/04/243.pdf#:~:text=propose%20,of%20innovation%2C%20which%20can%2C%20in
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=along%20the%20AI%20development%20pipeline,problem%20space%20and%20the%20technology
https://cseweb.ucsd.edu/~goguen/courses/271/friedman04.pdf#:~:text=Value%20Sensitive%20Design%20is%20a,cookies%2C%20implicating%20the%20value%20of
https://cseweb.ucsd.edu/~goguen/courses/271/friedman04.pdf#:~:text=Value%20Sensitive%20Design%20is%20a,cookies%2C%20implicating%20the%20value%20of
https://pubmed.ncbi.nlm.nih.gov/24941612/#:~:text=Abstract
https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=The%20human,also%20entails%20consideration%20of%20the
https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=The%20human,also%20entails%20consideration%20of%20the
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Current Academic Thinking: The intersection of responsible innovation and AI is highly 

interdisciplinary, drawing from computer science, philosophy, law, social science, and STS 

(science and technology studies). Academically, the field has moved from high-level principles to 

exploring tools and methods for operationalizing those principles. Early surveys cataloging AI 

ethics guidelines (e.g. Jobin, Ienca & Vayena 2019) found remarkable convergence around key 

principles – such as privacy, fairness, accountability, transparency, and human oversight – across 

dozens of institutional frameworks (researchictafrica.net, researchictafrica.net). However, 

researchers pointed out that merely stating principles is insufficient unless translated into practice 

and measurable criteria (researchictafrica.net, product-minds.ai). This has led to work on 

pragmatic mechanisms like audit toolkits, bias benchmarks, and governance processes that embed 

ethical deliberation into AI development lifecycles. Leading academic centers in this domain 

include the AI Now Institute (founded in 2017 at NYU to study the social implications of AI) 

which produces research and policy advice on issues like algorithmic bias, transparency and power 

(en.wikipedia.org, en.wikipedia.org). Similarly, the Ada Lovelace Institute in the UK and ETH 

Zürich’s Center for AI and Digital Ethics are driving research on how to ensure AI is developed 

and used for public benefit. University initiatives like Stanford’s Institute for Human-Centered 

AI and MIT’s Schwarzman College of Computing (AI Ethics and Governance) are bringing 

together technologists with social scientists and ethicists to advance “embedded ethics” curricula 

and interdisciplinary research. Notably, conferences such as ACM FAccT (Fairness, 

Accountability, and Transparency) and workshops at NeurIPS and ICML provide academic forums 

for these conversations. Key recent papers are exploring topics like how to move “from principles 

to practice” in AI ethics, how to measure values like fairness or explainability in technical terms, 

and how to integrate ethics throughout the AI product lifecycle rather than treating it as an 

afterthought. In summary, the conceptual landscape has shifted from “what ethics principles 

should AI follow?” to “how do we concretely build and govern AI in a responsible way?”, with 

academia playing an important role in that evolution (product-minds.ai). 

Related Theoretical Perspectives: Responsible innovation in AI also intersects with classic 

ethical theories and emerging ideas. For example, virtue ethics and care ethics emphasize the 

character and intentions of AI developers and the imperative to care for vulnerable users, adding 

nuance to principle-based approaches. Concepts like data feminism and decolonial AI ethics 

(emerging from critical theory) argue that responsible AI must also address power imbalances and 

https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=Discussions%20in%20the%20Global%20South,precipice%20of%20revolutionizing%20precision%20agricultural
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=The%20reproduction%20of%20global%20inequalities,influence%20over%20AI%20as%20the
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=marginalization%20and%20effective%20disentrancement%20within,South%20thereby%20perpetuating%20economic%20stratifications
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=Assessing%20the%20quality%20of%20generative,valuable%20tool%20across%20various%20applications
https://en.wikipedia.org/wiki/AI_Now_Institute#:~:text=The%20AI%20Now%20Institute%20,a%20Senior%20Advisors%20on%20AI
https://en.wikipedia.org/wiki/AI_Now_Institute#:~:text=In%20an%20interview%20with%20NPR%2C,10
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=Assessing%20the%20quality%20of%20generative,valuable%20tool%20across%20various%20applications
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historic injustices (e.g. questioning who has a voice in defining AI’s goals, and whose values are 

prioritized). The notion of AI alignment, often discussed in the AI safety community, typically 

refers to aligning AI behaviors with human intentions or human values. Originally a concern in the 

context of very advanced AI (artificial general intelligence or AGI), alignment today also has a 

socio-technical interpretation: ensuring AI systems align with the values of end-users and 

communities, not just their creators. This broadens alignment to include culturally-relative values 

and plural notions of what is “right” – linking back to responsible innovation’s inclusive, 

participatory ethos. In practice, techniques like value-sensitive design, participatory design, and 

multi-stakeholder governance embody these theories, aiming to bake ethical reflection and plural 

value considerations directly into AI design processes. 

Current Landscape 
Global Institutions and Initiatives: In recent years, numerous international bodies, governments, 

and industry consortia have launched initiatives to promote responsible AI. Notably, the OECD 

adopted its Principles on Artificial Intelligence in May 2019 – the first intergovernmental AI 

standards – which promote AI that is innovative, trustworthy and respects human rights and 

democratic values (oecd.org). The OECD’s five value-based principles call for inclusive growth 

and well-being, human-centered values and fairness, transparency and explainability, robustness 

and safety, and accountability (oecd.ai). These principles were subsequently endorsed by the G20 

and have influenced national AI strategies. UNESCO, leveraging its global mandate in ethics, led 

a worldwide consultation resulting in the Recommendation on the Ethics of AI, adopted 

unanimously by 193 countries in November 2021 (unesco.org, unesco.org). The UNESCO 

Recommendation is a comprehensive framework emphasizing that AI development must protect 

human rights, human dignity, and environmental sustainability, and advancing principles such as 

transparency, accountability, fairness, and the rule of law in the digital environment 

(unesco.org). UNESCO explicitly calls for the end of a “self-regulatory model” and urges member 

states to set up robust governance mechanisms so that AI truly serves the public good (unesco.org). 

Regionally, the European Union (EU) has been a leader in both normative and regulatory efforts. 

The EU’s High-Level Expert Group released Ethics Guidelines for Trustworthy AI (2019), built 

on seven requirements (human agency, privacy, transparency, non-discrimination, etc.) and framed 

by a strong human-centric approach (aepd.es, aepd.es). The EU is now in the process of 

https://www.oecd.org/en/topics/policy-issues/artificial-intelligence.html#:~:text=Artificial%20intelligence%20,human%20rights%20and%20democratic%20values
https://oecd.ai/en/wonk/national-policies-2#:~:text=OECD,1%29%20inclusive
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=Azoulay%2C%20and%20a%20clear%20mandate,in%20accomplishing%20this%20important%20task
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=institutional%20and%20legal%20frameworks%20to,over%20people%20for%20too%20long
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=The%20Recommendation%20establishes%20a%20set,the%20rule%20of%20law%20online
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=The%20Recommendation%20emphasizes%20who%20should,over%20people%20for%20too%20long
https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=The%20human,also%20entails%20consideration%20of%20the
https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=unique%20and%20inalienable%20moral%20status,It%20is
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implementing the EU AI Act, a landmark legislation that will be the world’s first comprehensive 

AI law (rand.org, artificialintelligenceact.eu/). The AI Act takes a risk-based approach, 

categorizing AI systems into four levels of risk – unacceptable risk (e.g. social scoring systems, 

which will be banned), high-risk (e.g. AI in recruitment, biometric identification, medical devices 

– subject to strict requirements), and lower risk categories with proportionate obligations (trail-

ml.com). This regulation will mandate practices like conformity assessments, transparency for AI 

that interacts with humans, and quality management for high-risk AI throughout the EU, enforcing 

responsible innovation through law rather than voluntary codes. 

The United States, while not having an omnibus AI law yet, has seen significant developments. 

The U.S. National Institute of Standards and Technology (NIST) released its AI Risk 

Management Framework (AI RMF 1.0) in January 2023. This voluntary framework provides 

guidelines for organizations to incorporate trustworthiness considerations into the design, 

development, deployment and use of AI systems (nist.gov). The NIST AI RMF outlines functions 

like mapping AI risks, measuring and managing those risks, and suggests characteristics of 

trustworthy AI (such as validity, reliability, safety, security, explainability, privacy, and fairness) 

(nist.gov). Importantly, U.S. regulators are referencing this framework – for example, federal 

agencies and proposed legislation encourage compliance with NIST’s approach 

(insightplus.bakermckenzie.com, insightplus.bakermckenzie.com). Additionally, the White House 

Office of Science and Technology Policy issued a “Blueprint for an AI Bill of Rights” (Oct 

2022), which, while not law, articulates principles to safeguard the public: the right to safe and 

effective systems, freedom from discriminatory bias, data privacy, notice and explanation, and 

human alternatives/fallback. These efforts represent a soft-law approach to responsible AI in the 

U.S., alongside sector-specific regulations (e.g. the FDA’s proposed framework for AI in medical 

devices, or the EEOC’s guidance on AI in hiring). Another key U.S. initiative is the IEEE (Institute 

of Electrical and Electronics Engineers) series of standards on ethical AI. IEEE’s global working 

groups (with academic, industry, and governmental experts) published Ethically Aligned Design 

(a 2019 report) and are developing the P7000 series standards – for example, IEEE 7001 on 

transparency of autonomous systems, IEEE 7002 on data privacy, IEEE 7010 on assessing 

wellbeing impact, and others that provide practical standards for embedding values like 

transparency, accountability, and algorithmic bias mitigation into AI engineering (aepd.es, 

https://www.rand.org/pubs/research_reports/RRA3243-3.html#:~:text=Risk,AI%20serves%20as%20a
https://artificialintelligenceact.eu/
https://www.trail-ml.com/blog/eu-ai-act-how-risk-is-classified#:~:text=EU%20AI%20Act%3A%20Risk,Each
https://www.trail-ml.com/blog/eu-ai-act-how-risk-is-classified#:~:text=EU%20AI%20Act%3A%20Risk,Each
https://www.nist.gov/itl/ai-risk-management-framework#:~:text=The%20NIST%20AI%20Risk%20Management,trustworthiness%20considerations%20into%20the
https://www.nist.gov/itl/ai-risk-management-framework#:~:text=The%20NIST%20AI%20Risk%20Management,trustworthiness%20considerations%20into%20the
https://insightplus.bakermckenzie.com/bm/investigations-compliance-ethics/united-states-the-growing-importance-of-the-nist-ai-risk-management-framework#:~:text=United%20States%3A%20The%20growing%20importance,risks%20and%20maximizing%20AI
https://insightplus.bakermckenzie.com/bm/investigations-compliance-ethics/united-states-the-growing-importance-of-the-nist-ai-risk-management-framework#:~:text=,risks%20and%20maximizing%20AI
https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=%E2%96%AA%20Diversity%20and%20inclusive%20design,terms%20of%20professional%20backgrounds%20and
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aepd.es). These standards and guidelines complement regulatory efforts by offering technical 

guidance to practitioners worldwide. However it should also be noted that with the transition to 

the Trump administration in January 2025 policies on AI and responsible AI have been in flux. 

Corporate Adoption and Industry Initiatives: The corporate tech sector, which is driving much 

of AI innovation, has increasingly embraced the rhetoric and some practices of responsible AI – 

often under public and regulatory pressure. Most major AI developers have published AI ethics 

principles or Responsible AI guidelines. For instance, Google announced its AI Principles in 2018, 

committing to socially beneficial applications and pledging to avoid harmful uses (such as 

weapons or human rights violations). Microsoft has defined Responsible AI principles focusing 

on fairness, reliability & safety, privacy & security, inclusiveness, transparency, and accountability 

(microsoft.com). IBM has similarly outlined pillars of trustworthy AI (explainability, robustness, 

fairness, transparency, etc.) (ibm.com, ibm.com). In practice, companies have set up internal 

governance structures: Microsoft established an Office of Responsible AI and an internal AI Ethics 

Committee; Google formed (and later reorganized) ethics review boards and invested in tools like 

Model Cards (datasheets documenting model performance and limits) for transparency 

(en.wikipedia.org). Many companies are integrating responsible innovation checkpoints in product 

development – for example, conducting bias audits on AI models before deployment, or 

performing privacy impact assessments for AI features. There is also movement on AI 

transparency in industry: tech firms are publishing documentation like Facebook’s “system 

cards” explaining how their recommendation algorithms are managed, or OpenAI releasing some 

information about model training processes (albeit often limited). Additionally, several companies 

have open-sourced responsible AI toolkits – IBM’s AI Fairness 360 and Adversarial Robustness 

360 toolkits (2018) allow developers to test models for bias and robustness (product-minds.ai), 

Google’s What-If Tool provides a visual interface to inspect ML model decisions for fairness 

issues, and LinkedIn, Meta, Amazon and others have similarly released frameworks for 

explainability or differential privacy. These tools indicate a growing recognition that practical 

methods are needed to implement ethical AI principles in code. 

At a collective industry level, the Partnership on AI (PAI) was founded in 2016 by tech giants 

(Amazon, Google, Facebook, Microsoft, IBM, Apple joined later) together with NGOs (like 

ACLU) and academic partners, specifically to advance responsible AI best practices 

https://www.aepd.es/sites/default/files/2019-12/ai-ethics-guidelines.pdf#:~:text=53%20As%20advocated%20by%20e,pdf
https://www.microsoft.com/en-us/ai/principles-and-approach#:~:text=Responsible%20AI%20Principles%20and%20Approach,Inclusiveness%20%C2%B7%20Transparency%20%C2%B7%20Accountability
https://www.ibm.com/think/topics/responsible-ai#:~:text=AI%20must%20be%20trustworthy%2C%20and,decisions%2C%20it%20must%20be%20explainable
https://www.ibm.com/think/topics/responsible-ai#:~:text=IBM%20has%20developed%20a%20framework,guide%20their%20efforts%20in%20AI
https://en.wikipedia.org/wiki/Partnership_on_AI#:~:text=In%20November%202020%20the%20Partnership,communicate%20AI%20risk%20and%20harm
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=5
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(partnershiponai.org). PAI today includes 100+ organizations and works on research, policy 

advocacy, and creating resources (it has working groups on fairness, transparency, AI safety, labor 

impacts, etc.). For example, PAI has developed Responsible Practices for Synthetic Media, a 

framework guiding ethical creation and sharing of deepfakes and generative media, with 

contributions from diverse stakeholders including media organizations and AI firms 

(en.wikipedia.org, en.wikipedia.org). PAI also built the AI Incident Database, a public database 

of documented AI failures and near-misses (e.g. cases of algorithmic bias or safety incidents), to 

encourage learning from past mistakes (en.wikipedia.org). This kind of transparent incident 

sharing is a novel practice imported from fields like aviation safety into AI. Similarly, the Global 

Partnership on AI (GPAI, gpai.ai) – launched in 2020 by multiple governments (G7 and others) 

– facilitates cross-sector projects on responsible AI, focusing on themes like data governance, 

future of work, and innovation and commercializaton. GPAI’s Responsible AI Working Group 

issues reports and recommendations, emphasizing human rights, inclusion, diversity and 

innovation as core principles for AI development (oecd.ai). Meanwhile, the World Economic 

Forum (WEF) has convened an AI Governance Alliance of companies and governments to pilot 

frameworks like certification for trustworthy AI systems (initiatives.weforum.org). 

Standards and Regulation in Practice: We are also seeing the emergence of standards and 

benchmarks that embed responsible innovation. The ISO/IEC JTC 1 committee on AI is 

developing international standards (for instance, ISO/IEC 42001 will be an AI management system 

standard akin to ISO 9001 for quality, focusing on AI product lifecycle governance). Governments 

are beginning to incorporate these standards: the EU AI Act will likely reference harmonized 

European standards for technical requirements (e.g. accuracy, robustness, cybersecurity for high-

risk AI). In China, the government has been very active in AI governance: it released the Ethical 

Norms for New Generation AI in 2021 which set out 6 principles including enhancing human 

well-being, ensuring controllability, protecting privacy, and promoting fairness and justice 

(cset.georgetown.edu). These were followed by regulations like the 2022 rules on recommendation 

algorithms (which mandate transparency and user choice for recommender systems) and 2023 

regulations on generative AI (which require content moderation, labeling of AI-generated content, 

and other responsible practices for genAI services) (carnegieendowment.org, 

carnegieendowment.org). Such moves by China indicate a trend where AI governance is becoming 

https://partnershiponai.org/
https://en.wikipedia.org/wiki/Partnership_on_AI#:~:text=On%20October%2026%2C%202021%2C%20Rebecca,12
https://en.wikipedia.org/wiki/Partnership_on_AI#:~:text=In%20February%202023%2C%20the%20Partnership,13
https://en.wikipedia.org/wiki/Partnership_on_AI#:~:text=In%20November%202020%20the%20Partnership,communicate%20AI%20risk%20and%20harm
https://gpai.ai/
https://oecd.ai/en/community/responsible-ai-working-group-gpai#:~:text=Responsible%20AI%20Working%20Group%20%3A,inclusion%2C%20diversity%2C%20innovation%2C%20and
https://initiatives.weforum.org/ai-governance-alliance/home#:~:text=AI%20Governance%20Alliance%20,overseeing%20AI%20into%20the%20future
https://cset.georgetown.edu/publication/ethical-norms-for-new-generation-artificial-intelligence-released/#:~:text=Released%20cset,related
https://carnegieendowment.org/research/2023/07/chinas-ai-regulations-and-how-they-get-made#:~:text=China%27s%20AI%20Regulations%20and%20How,algorithms%2C%20the%202022%20rules
https://carnegieendowment.org/research/2023/07/chinas-ai-regulations-and-how-they-get-made#:~:text=China%27s%20three%20most%20concrete%20and,algorithms%2C%20the%202022%20rules
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more formalized, with different models – the EU’s legally-binding regime, the U.S.’s multi-agency 

guidance and sectoral laws, China’s state-driven rulemaking – all aiming to ensure AI is developed 

responsibly. Furthermore, multilateral efforts at the United Nations are underway (e.g. the 

UNESCO Recommendation mentioned above, and discussions of a possible global AI code of 

conduct). In summary, the current landscape is characterized by active institution-building: ethical 

principles and frameworks from the mid-2010s are maturing into concrete standards, regulations, 

and organizational practices. Companies are increasingly expected to demonstrate compliance 

with these emerging norms (or face reputational and legal consequences). Integrating responsible 

innovation into corporate AI practice is an evolving journey – marked by both genuine progress 

(like widely used fairness toolkits and transparency reports) and ongoing challenges (such as 

controversies over big tech’s commitment to ethics when profit or competitive pressures are at 

stake). 

Emerging Movements and Trends 

From Principles to Practice – and Accountability: A key emerging trend is the shift from high-

level principles to implementable and verifiable measures of responsible AI. There is growing 

recognition that AI ethics cannot remain a performative box-checking exercise (“ethics washing”) 

– it requires tangible action. This is driving work on assessment frameworks and audits. Startups 

and third-party auditors are now offering AI audit services, testing AI systems for bias, privacy 

leaks, or security vulnerabilities. Researchers are devising quantitative metrics for concepts like 

fairness (e.g. measuring disparate impact across demographic groups) and proposing standardized 

report cards. For example, the concept of Algorithmic Impact Assessments (AIA) – systematic 

reviews of how an AI system could affect stakeholders – is gaining traction in policy (Canada now 

requires AIAs for federal AI systems, the EU AI Act will require something similar for high-risk 

AI (whitecase.com). There are also calls to certify AI systems (similar to how we certify safety of 

electrical appliances), and projects to develop conformity assessment procedures for AI. An 

emerging movement here is around AI accountability: how to hold organizations responsible for 

harms caused by AI. In the policy sphere, this includes discussions on legal liability for 

autonomous systems and whether existing product liability laws are sufficient. In the U.S., the 

National Telecommunications and Information Administration (NTIA) has been exploring AI 

https://www.whitecase.com/insight-alert/long-awaited-eu-ai-act-becomes-law-after-publication-eus-official-journal#:~:text=Long%20awaited%20EU%20AI%20Act,different%20types%20of%20AI
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accountability mechanisms, noting that independent audits and assessments can “help hold entities 

accountable for developing, using, and continuously improving the quality of AI products” 

(aeaweb.org). We see a push for transparency obligations – e.g. requiring disclosure when AI is 

used in high-stakes decisions (some jurisdictions now mandate notifying people if an algorithm is 

used in hiring or lending decisions, for instance). All these developments represent a trend toward 

making ethical AI measurable, testable, and governed with the same rigor as other aspects of 

quality control. 

Interdisciplinary and Cross-Sector Collaboration: Another notable trend is the deepening of 

interdisciplinary approaches and multi-stakeholder collaborations. It has become clear that no 

single field or sector can solve “AI ethics” alone – technologists, social scientists, domain experts, 

civil society, and governments need to work together. One example of this is the incorporation of 

social scientists and ethicists into AI development teams (“embedded ethics”). Some tech 

companies and research labs now embed philosophers or sociologists to work alongside engineers 

– a practice still nascent, but growing, as it ensures different perspectives are considered during 

design (not just after deployment). In academia, we see more joint efforts: computer science 

conferences welcoming legal and policy research; law and public policy schools teaming up with 

computer science departments to offer joint courses or research programs in AI ethics and 

governance. This interdisciplinary fusion is also evident in new academic curricula – universities 

are launching masters or certificate programs in Responsible AI that combine technical skills with 

ethics, policy, and social impact analysis. 

Cross-sector coalitions are also emerging to tackle specific issues. For instance, the problem of AI 

and misinformation has led to collaborations between AI researchers, journalists, and 

policymakers (e.g. initiatives to develop standards for identifying AI-generated content, often 

involving tech companies and news organizations via Partnership on AI or WEF). Covid-19 

provided a case where public health officials worked with data scientists to ensure AI tools used 

for pandemic response respected privacy and fairness, demonstrating adaptive cross-sector 

teamwork. Importantly, national and local governments are partnering with researchers and civil 

society to pilot participatory approaches – such as New Zealand’s citizen jury on an algorithm 

charter, or the City of Amsterdam working with university experts to audit its AI systems for 

discrimination. The Global South is also fostering its own collaborations: for example, the 

https://www.aeaweb.org/forum/3646/artificial-intelligence-accountability-requests-comment


Responsible Innovation and AI  April 26, 2025 

11 

African Union and NGOs have convened workshops to craft Africa-centric AI governance 

frameworks, uniting voices from multiple African countries. These interdisciplinary and multi-

sector efforts are creating a richer ecosystem for responsible innovation – sharing best practices 

across domains and ensuring that knowledge flows between those building AI and those impacted 

by it. 

Global South and Pluralistic Perspectives: A significant movement is the push to include more 

diverse cultural and regional perspectives in AI ethics. Much of early AI ethics work was rooted 

in Western contexts, often reflecting Western liberal values. Scholars and practitioners from the 

Global South argue that this must change to make AI truly responsible globally 

(researchictafrica.net, researchictafrica.net). For instance, issues of colonial history, economic 

inequality, and power asymmetries are being foregrounded by Global South thinkers: AI is not 

developed in a vacuum but in a world with existing inequities, and irresponsible AI could 

exacerbate those (e.g., biased models could entrench racial or caste discrimination, deployment of 

AI could widen global wealth gaps) (researchictafrica.net, researchictafrica.net). Research from 

Africa and Latin America often emphasizes community empowerment, data sovereignty, and the 

contextual appropriateness of AI solutions (researchictafrica.net, researchictafrica.net). There is 

also growing critique that mainstream AI ethics focuses on abstract principles while overlooking 

local sociopolitical realities – for example, a principle like “privacy” may play out very differently 

in contexts with communal cultures or authoritarian governments. In response, we see initiatives 

like Research ICT Africa’s reports highlighting how Global South perspectives (e.g., concerns 

about economic exploitation through AI, or the need for AI to address local problems) can enrich 

and broaden the global AI ethics discourse (researchictafrica.net, researchictafrica.net). 

International bodies are taking note: UNESCO’s process for its AI Recommendation included 

voices from the Global South and explicitly references the need for equity between countries in 

reaping AI’s benefits (unesco.org, unesco.org). The concept of “AI for Social Good” has also 

evolved to ensure representation from developing countries, not just Western nonprofits; for 

example, there are now AI4Good labs or challenges in India, Africa, and Latin America focusing 

on local needs (like agriculture, education, public service delivery) and led by local experts. 

Additionally, Indigenous knowledge and perspectives are increasingly being brought into AI 

discussions. Indigenous AI gatherings and networks (such as the Indigenous Protocol and AI 

https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=and%20the%20private%20sector%20tend,Ryan%202019
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=The%20reproduction%20of%20global%20inequalities,influence%20over%20AI%20as%20the
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=The%20reproduction%20of%20global%20inequalities,influence%20over%20AI%20as%20the
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=marginalization%20and%20effective%20disentrancement%20within,South%20thereby%20perpetuating%20economic%20stratifications
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=and%20the%20private%20sector%20tend,Ryan%202019
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=disadvantaged%20are%20unlikely%20to%20have,enriches%20the%20understanding%20of%20the
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=Artificial%20intelligence%20,The%20brief
https://researchictafrica.net/wp-content/uploads/2023/12/towards-a-more-comprehensive-ai-ethics-adding-the-global-south-perspective.pdf#:~:text=continue%20the%20exploitation%20of%20,questions%20of%20power%20and%20inequalities
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=real%20world%20biases%20and%20discrimination%2C,on%20a%20stable%20internet%20connection
https://www.unesco.org/en/articles/unescos-recommendation-ethics-artificial-intelligence-key-facts#:~:text=concentrated%20in%20just%20few%20countries,on%20a%20stable%20internet%20connection
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working group) have highlighted how indigenous worldviews – which emphasize relationality, 

respect for nature, and communal well-being – could inform alternative approaches to AI design. 

One concrete area is Indigenous data sovereignty: Indigenous communities assert the right to 

control their data and digital representations. For example, Maori and First Nations data 

sovereignty principles insist that AI systems involving their data should be governed by them and 

reflect their values (unesco.org). This has led to calls for new governance mechanisms – e.g., 

requiring free, prior, and informed consent for use of Indigenous data in AI, or co-designing 

algorithms for language preservation in partnership with Indigenous elders. In practice, projects 

are underway where AI is used to revitalize indigenous languages (speech recognition or chatbots 

for native languages) and done so under the guidance of the community to ensure cultural respect. 

More broadly, the rise of pluralist ethics in AI means acknowledging there isn’t a single universal 

formula for “ethical AI” – norms may differ across cultures. Responsible innovation thus demands 

cultural competence and adaptability: AI that is considered fair and appropriate in one cultural 

context might not be seen the same way elsewhere. Companies like Google and Microsoft have 

begun consulting local cultural experts when deploying AI in new countries (for instance, to adjust 

how a virtual assistant speaks or the content moderation standards of a chatbot to align with local 

cultural norms). This pluralistic approach aligns with the responsible innovation idea of inclusion 

– ensuring the “world’s AI” is shaped by voices from around the world, not dominated by a few 

tech hubs. 

Policy and Ethical Debates at the Cutting Edge: As AI capabilities rapidly advance (e.g. with 

the rise of powerful Generative AI models like GPT-4), new debates are emerging on what 

responsible innovation means in these contexts. One hot debate is around AI alignment and safety 

vs. ethics: historically, “AI ethics” focused on near-term issues like bias, whereas “AI safety” 

(alignment) focused on long-term existential risks. Now there’s convergence in the discourse – 

policymakers are hearing warnings about advanced AI potentially posing societal-scale risks 

(misinformation floods, job displacement, even rogue AI scenarios). The responsible innovation 

lens is being applied to questions like how to ensure frontier AI models are developed safely and 

in alignment with human values. This has led to proposals for “pre-release testing” of advanced 

AI, akin to clinical trials, and even discussion of international oversight for the most powerful AI 

models (as suggested by some AI labs’ CEOs in 2023). An example of a pragmatic step here is the 

https://www.unesco.org/en/articles/leveraging-unesco-normative-instruments-ethical-generative-ai-use-indigenous-data#:~:text=match%20at%20L445%20A%20key,Informed%20consent%20is%20a
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Constitutional AI approach by Anthropic, where an AI is trained with a built-in set of ethical 

principles (a kind of internal charter for the AI’s behavior) – this is a new technique aiming to 

harden alignment with human values from the start (help.promptitude.io, aws.amazon.com). 

There’s also growing attention on AI’s environmental impact as part of responsible innovation: 

training large AI models consumes significant energy and resources, so discussions of “green AI” 

and sustainable model development have come to the fore, arguing that responsibility includes 

ecological responsibility. 

Another emerging debate is how to ensure participatory governance keeps pace in the age of 

foundational models. Some critics argue that the trend toward ever-larger, proprietary AI models 

(mostly built by a handful of corporations) runs counter to the ethos of participatory, context-

specific innovation. A 2024 analysis even suggested that large foundation models, by being so 

generalized and closed, are “actively undermining participatory approaches… because of their 

emphasis on universality and scale at the expense of context-specificity” (merltech.org). This 

tension is fueling efforts to democratize AI development – for instance, the open-source AI 

movement (e.g. projects like BLOOM, an open large language model created by a volunteer 

coalition from around the world with an ethical charter) and calls for community input into setting 

research agendas. In the policy domain, we see new voices (cities, labor unions, consumer groups) 

participating in AI governance dialogues that were previously dominated by big tech and 

academia. The EU AI Act’s draft, for example, has been influenced by feedback from a wide array 

of stakeholders including fundamental rights organizations and small enterprises, not just industry 

lobbyists. 

Interdisciplinary Research Frontiers: On the research side, scholars are exploring intersections 

of AI ethics with other domains. For example, the intersection of AI and human rights law: 

projects are mapping AI principles to established human rights frameworks (like how privacy, non-

discrimination, freedom of expression apply to AI systems) to leverage the legitimacy of human 

rights in AI governance (unesco.org, soroptimistinternational.org). There’s also cutting-edge work 

on explainable AI (XAI) that involves cognitive psychology (to understand how humans interpret 

explanations) combined with computer science (to generate useful explanations) 

(nvlpubs.nist.gov). And fields like robotics are informing responsible AI through concepts of 

https://help.promptitude.io/en/articles/8892919-understanding-anthropic-models-a-simple-guide#:~:text=Understanding%20Anthropic%20Models%3A%20A%20Simple,They
https://aws.amazon.com/bedrock/claude/#:~:text=With%20industry,be%20helpful%2C%20honest%2C%20and%20harmless
https://merltech.org/ai-participatory-design-social-development/#:~:text=A%20fascinating%20new%20paper%20argues,%E2%80%9Cdownstream%E2%80%9D%2C%20might%20help%20improve%20participation
https://www.unesco.org/en/articles/recommendation-ethics-artificial-intelligence#:~:text=UNESCO%20www,of%20fundamental%20principles%20such
https://www.soroptimistinternational.org/the-unesco-recommendation-on-the-ethics-of-artificial-intelligence/#:~:text=The%20UNESCO%20Recommendation%20on%20the,human%20dignity%20and%20environmental
https://nvlpubs.nist.gov/nistpubs/ir/2021/NIST.IR.8312.pdf#:~:text=,possibilities%20for%20how%20to
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human-robot interaction ethics – for instance, ensuring social robots adhere to cultural norms 

and do not manipulate or harm users emotionally. 

Overall, the emerging movements in responsible AI are characterized by a few key directions: 

institutionalization (turning ethical principles into laws, standards, and organizational routines), 

inclusion and diversity (bringing in global, indigenous, and multidisciplinary voices to define 

what “good AI” means), practical tooling (developing the methodologies to build and audit AI 

systems for responsibility), and future-proofing (anticipating how new AI developments – like 

generative AI – require new thinking on responsibility). The conversation has become more 

nuanced and more urgent, especially as AI systems become ubiquitous and influential in society. 

Responsible innovation is thus increasingly viewed not as a static checklist but as a continuous, 

adaptive process – one that evolves with technology and societal norms, aiming always to 

maximize AI’s benefits while minimizing its harms (product-minds.ai). 

Case Studies 
To ground these concepts, we explore three case studies that highlight applied challenges and 

approaches at the intersection of AI design and responsible innovation. These cases illustrate 

how abstract principles get translated (or tested) in real-world AI systems, in areas of cultural 

adaptation, participatory design, and quality of AI responses. 

Case Study 1: Model Alignment with Regional Expectations 
The Challenge: AI models – especially large language and vision models – are often developed 

in one cultural context but deployed globally. This raises the question of how to align AI behavior 

with different regional norms, values, and communication styles. A system seen as polite and 

helpful in one culture might come off as rude or inappropriate in another. Voice-based assistants, 

for example, must navigate forms of address (formal vs. informal speech) and idioms that vary 

across languages and cultures. Visual AI, like a gesture-recognizing robot, might need to interpret 

body language differently (a thumbs-up is positive in some places but offensive in others). 

Ensuring cultural responsiveness is thus a facet of responsible AI – it ties into respecting local 

values (part of “inclusiveness” in AI ethics) and avoiding cultural biases or miscommunications. 

https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=Assessing%20the%20quality%20of%20generative,valuable%20tool%20across%20various%20applications
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Approach: One approach is to intentionally tailor or fine-tune AI models for local contexts – what 

some researchers call “cultural alignment.” Recent studies have explored techniques for geo-

specific model alignment. For instance, Liang et al. (2024) introduce the idea of “native 

alignment” for large language models, focusing on Arabic as a case. They note that Arabic 

language and culture have unique values “which differ from mainstream Eastern and Western 

norms,” and these need to be reflected in the AI model’s training data and reinforcement signals 

(huggingface.co). By curating training data and fine-tuning with culturally relevant content (and 

filtering out incompatible or offensive material), the researchers managed to produce Arabic LLMs 

that performed better on Arabic benchmarks and exhibited behavior more aligned with local 

expectations (huggingface.co, huggingface.co). This kind of localization can include handling 

region-specific taboos and sensitivities. For example, the “native aligned” model for Arabic put 

special attention on avoiding religiously taboo outputs and handling forms of politeness 

appropriate for Arabic users (huggingface.co, huggingface.co). More broadly, big AI providers are 

increasingly allowing regional customization: OpenAI has mentioned working on region-specific 

content moderation settings to comply with local laws and norms, and systems like Microsoft’s 

Xiaoice in China are designed with a personality that fits Chinese pop culture expectations (as 

opposed to the Western-oriented personality of, say, Cortana). 

Beyond language, voice modalities present another layer. Consider voice assistants like Alexa or 

Siri: they not only translate words but also tone. In Japan, Alexa speaks more formally and with 

more apologetic phrasing to align with Japanese politeness norms. In some cultures, an AI might 

be expected to use honorifics or avoid certain phrases. The design of the voice (accent, gender, 

tone) can also be tailored – e.g., research found Latin American users responded more positively 

to a voice assistant with a local Spanish accent versus a European Spanish accent, impacting trust 

and comfort. Therefore, companies like Google employ linguists and sociologists in each market 

to adapt the conversational style of their AI. 

For visual and embodied AI, such as social robots or avatars, alignment with body language and 

etiquette is key. Studies in human-robot interaction show that culturally responsive robots – those 

programmed with understanding of local non-verbal cues and social norms – are more readily 

accepted by users (linkedin.com, frontiersin.org). For example, a robot in the Middle East might 

need to avoid hand gestures that are considered rude, maintain different interpersonal distances 

when engaging with people (what is considered a comfortable distance varies by culture), and 

https://huggingface.co/MgGPT/MgGPT0-70B-chat/resolve/main/Alignment_at_Pre_training__a_Case_Study_of_Aligning_LLMs_in_Arabic.pdf?download=true#:~:text=To%20further%20validate%20the%20effectiveness,it%E2%80%99s%20essential%20to%20preserve%20and
https://huggingface.co/MgGPT/MgGPT0-70B-chat/resolve/main/Alignment_at_Pre_training__a_Case_Study_of_Aligning_LLMs_in_Arabic.pdf?download=true#:~:text=language%20that%20poses%20significant%20challenges,it%E2%80%99s%20essential%20to%20preserve%20and
https://huggingface.co/MgGPT/MgGPT0-70B-chat/resolve/main/Alignment_at_Pre_training__a_Case_Study_of_Aligning_LLMs_in_Arabic.pdf?download=true#:~:text=3,art%20models%20in%20multiple%20aspects
https://huggingface.co/MgGPT/MgGPT0-70B-chat/resolve/main/Alignment_at_Pre_training__a_Case_Study_of_Aligning_LLMs_in_Arabic.pdf?download=true#:~:text=mistakes,issues%2C%20and%20user%20safety%20concerns
https://huggingface.co/MgGPT/MgGPT0-70B-chat/resolve/main/Alignment_at_Pre_training__a_Case_Study_of_Aligning_LLMs_in_Arabic.pdf?download=true#:~:text=avoiding%20con%02troversial%20issues%20may%20be,training%20data%20are%20key%20for
https://www.linkedin.com/pulse/non-verbal-communication-robots-silent-conversation-raja-urddc#:~:text=Non,develop%20universally%20applicable%20robotic%20behaviors
https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2022.983408/full#:~:text=match%20at%20L446%20however%2C%20social,Geertz
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possibly follow gender norms in interaction if applicable. A project described in Frontiers in 

Robotics (Louie et al., 2022) used a participatory framework (CLUE) to design educational 

robots for multicultural classrooms, finding that when students and teachers co-designed the 

robot’s expressions and behaviors to match their cultural context, the robot was seen as 

significantly more effective and respectful (frontiersin.org, frontiersin.org). They distilled guiding 

principles for culturally responsive design, such as gathering stakeholder beliefs and expectations 

at the start, which parallels responsible innovation’s emphasis on inclusion 

frontiersin.org). 

Opportunities: Culturally aligned AI can enhance user experience and avoid misunderstandings 

or offense. It can also support cultural preservation: AI tools customized for local languages 

(speech recognition, OCR, chatbots) can help digitize and revitalize those languages, as seen in 

Indigenous language chatbot projects. Moreover, alignment is not just about avoiding negatives; 

it allows AI to positively connect with users – for instance, a virtual healthcare assistant that 

understands and respects a patient’s cultural background could build better rapport and trust, 

leading to better outcomes. 

Challenges: There are also challenges. One is the risk of stereotyping or over-generalizing 

cultures – treating a culture as monolithic could lead to crude adaptations that don’t fit all 

individuals. AI developers must avoid baking in cultural clichés; they need nuanced data and 

consultation with cultural experts. Another challenge is balancing local norms with global ethics. 

Suppose a certain region has norms that the global community views as problematic (e.g., a culture 

of gender segregation or censorship). Should an AI align with those? Responsible innovation 

would argue AI shouldn’t violate human rights under the guise of cultural alignment. This is an 

active tension: companies like Meta had to decide, for example, whether to deploy a more censored 

version of their model in countries with authoritarian regimes – aligning with local laws but 

potentially enabling repression – or to push back. Many adopt a “values floor” approach: uphold 

universal principles (like not facilitating violence or discrimination) while tuning the rest to local 

preferences. Technically, maintaining multiple cultural versions of a model is resource-intensive. 

It also raises governance questions: who decides what counts as acceptable alignment for each 

culture? Ideally, local stakeholders should be involved in that loop (linking to the next case on co-

design). 

https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2022.983408/full#:~:text=cultural%20responsiveness%20into%20the%20design,Billings%2C%202014
https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2022.983408/full#:~:text=2014%3B%20Gay%2C%202018%3B%20Ishimaru%2C%202019%29,For
https://www.frontiersin.org/journals/robotics-and-ai/articles/10.3389/frobt.2022.983408/full#:~:text=Principle%201%3A%20Gather%20Stakeholder%20Beliefs,and%20Expectations%2C%20We%20studied%20the
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In summary, aligning AI models with regional expectations is a pragmatic frontier in responsible 

AI. It requires a blend of technical strategies (local fine-tuning, diverse datasets) and genuine 

engagement with cultural context (through experts and users). Done well, it demonstrates respect 

for cultural plurality – making AI more accessible and acceptable around the world. Done poorly, 

it can either offend local sensibilities or reinforce problematic norms. Responsible innovation thus 

calls for a careful, inclusive approach to cultural alignment, ensuring AI systems honor both local 

values and fundamental ethical standards across regions. 

Case Study 2: Co-Design with Diverse Stakeholders 
The Challenge: Traditional technology design often happens for users, not with them – AI systems 

have frequently been created by engineers and data scientists in isolation, then imposed on end-

users or communities. This top-down approach can lead to products that don’t meet real needs, 

overlook important contextual factors, or even cause harm to the very people they aim to help. Co-

design (or participatory design) offers an alternative: involving diverse stakeholders (end-users, 

domain experts, affected communities, policymakers, etc.) directly in the design and development 

process of AI. In the realm of AI, co-design is still emergent but increasingly seen as vital for 

responsible innovation: it operationalizes inclusion, deliberation, and responsiveness by giving 

stakeholders a voice and some control in shaping the AI that will impact them (nesta.org.uk, 

nesta.org.uk). 

What Co-Design Looks Like: Co-design in AI can take many forms. It may start at the earliest 

stage – problem formulation. For example, if a city is developing an AI system to assist in welfare 

benefit allocation, a co-design approach would involve gathering input from welfare recipients, 

social workers, legal advocates, and policy officials to decide what the system should (and 

shouldn’t) do. This might reveal concerns (like ensuring the system doesn’t penalize certain groups 

or that there’s an easy way to appeal automated decisions) that developers could address from the 

outset. As the system is built, these stakeholders could participate in design workshops, giving 

feedback on prototypes, or even brainstorming solutions (e.g. what would a fair explanation of a 

decision look like to them). In more technical AI development, co-design can mean having domain 

experts or community members help curate training data or define the objectives. A concrete 

example is in public health: an AI tool for detecting environmental risks was co-designed with 

input from residents of the affected area – they helped label data on neighborhood conditions, 

https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=along%20the%20AI%20development%20pipeline,problem%20space%20and%20the%20technology
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=%2A%20Co,problem%20space%20and%20the%20technology
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ensuring the AI’s “ground truth” reflected lived realities (like identifying informal pollution 

sources the engineers were unaware of). 

At its fullest extent, co-design is the most comprehensive form of stakeholder involvement, 

with engagement at multiple stages of the AI lifecycle (nesta.org.uk, nesta.org.uk). All stakeholder 

groups discuss their needs, values and priorities with respect to both the problem and the 

technology, influencing decisions from design through deployment (nesta.org.uk, nesta.org.uk). 

This might involve iterative cycles: stakeholders test an early version, their feedback leads to 

tweaks in the model or interface, and this repeats. In some cases, stakeholders even become co-

creators – e.g., community members developing their own local AI solutions with guidance from 

technical experts (capacity building is part of the process). 

Opportunities and Benefits: Co-design offers numerous benefits aligned with responsible 

innovation. Firstly, it uncovers blind spots: stakeholders can point out ethical issues or practical 

constraints that designers may not realize. For instance, a participatory design panel for an AI 

recruiting tool might raise concerns about how disability could be inferred by an algorithm and 

lead to unfair bias – something the developers might not have considered without that input. By 

hearing these concerns early, the team can mitigate the issue (maybe by explicitly debiasing 

disability proxies or including fairness metrics in testing). Secondly, co-design builds trust and 

buy-in. When users or communities feel they had a hand in creating the AI, they’re more likely to 

trust it and feel it serves them, not imposes on them. This is crucial for adoption of systems like 

healthcare AI or policing algorithms, where public skepticism is high. Co-design also fosters 

innovation and relevancy: diverse perspectives can inspire creative solutions. A famous example 

was a project where hospital nurses co-designed an AI scheduling assistant – they suggested 

features (like explaining scheduling decisions in plain language and providing a way to swap 

shifts) that the developers hadn’t thought of, resulting in a much more usable tool. It also ensures 

the AI’s objectives align with what stakeholders truly value (sometimes AI builders might optimize 

for a proxy metric that doesn’t capture what’s important to users – co-design can catch that 

misalignment). 

Moreover, co-design is a way to ensure fairness and empowerment. It flips the power dynamic, at 

least somewhat, giving traditionally marginalized groups a say in technologies that affect them. 

This responds to ethical imperatives around agency and justice – rather than being passive subjects 

https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=along%20the%20AI%20development%20pipeline,problem%20space%20and%20the%20technology
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=%2A%20Co,problem%20space%20and%20the%20technology
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=along%20the%20AI%20development%20pipeline,problem%20space%20and%20the%20technology
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=%2A%20Co,problem%20space%20and%20the%20technology


Responsible Innovation and AI  April 26, 2025 

19 

to be measured or predicted by AI, people become active participants. For policymakers, co-design 

processes (like public consultations or multi-stakeholder governance bodies) can lend legitimacy 

to AI deployments, showing that responsible innovation principles of transparency and inclusivity 

were followed. 

Challenges and Mitigations: While the ideals are clear, co-design is not easy. One big challenge 

is bridging knowledge gaps between technical developers and lay participants. AI systems can 

be complex and opaque; expecting non-technical stakeholders to weigh in meaningfully is hard if 

they don’t understand what’s possible or the jargon used. This can be mitigated by using accessible 

tools in co-design sessions – for example, “scratch AI” interfaces or simplified models that let 

people experiment without coding, so they can see how tweaking a parameter changes outcomes. 

Visualization tools can help demystify how the AI works so participants can provide informed 

input. Additionally, facilitation by interdisciplinary experts (e.g. a sociotechnical facilitator) can 

translate between the groups. But even with support, there’s a risk that certain voices dominate 

(e.g. the more tech-savvy or higher-status individuals in the group). Careful facilitation and 

methods like deliberative democracy techniques (ensuring everyone speaks, possibly using 

anonymous idea submissions to flatten hierarchy) are used to address this. 

Another challenge is scope management: not every aspect of an AI system may be open to co-

design. Practical constraints (data availability, legal restrictions) or proprietary considerations 

might limit what can be changed. As one academic panel noted, researchers must decide which 

aspects of an AI can or should be co-designed – sometimes the model or data might be fixed, so 

co-designers can only influence the interface or how outputs are used (stirlab.org, stirlab.org). 

Being transparent about these boundaries is important so participants don’t feel tokenized. Even 

within what's co-designed, incorporating diverse input can lead to conflicting requirements – 

different stakeholders might want different things. Reaching consensus or acceptable trade-offs 

requires skilled negotiation and maybe voting or prioritization exercises. 

Co-design also takes time and resources. It slows down development in the short term (though 

arguably saves time later by reducing backlash or redesign). Organizations under tight deadlines 

might resist fully participatory processes. However, agile methods can integrate co-design in 

sprints – for instance, dedicating every third sprint to user feedback integration – to balance speed 

and participation. 

https://stirlab.org/wp-content/uploads/participatory_design.pdf#:~:text=How%20do%20researchers%20determine%20what,data%20used%20to%20train%20the
https://stirlab.org/wp-content/uploads/participatory_design.pdf#:~:text=design,based%20technologies
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There is also the risk of “participation fatigue” or tokenism. If stakeholders are consulted but 

see none of their input actually influence the final product, they may become jaded. Responsible 

co-design demands closing the feedback loop: showing participants how their contributions 

affected the design (or explaining why certain suggestions couldn’t be adopted). This maintains 

trust and willingness to engage in future cycles. 

The emergence of co-design frameworks for AI is helping address these challenges. As 

referenced in a Nesta report, participatory AI can range from consultation to contribution to 

collaboration to full co-design (nesta.org.uk, nesta.org.uk). Tools like design thinking adapted for 

AI, data murals, and role-playing scenarios are used to make participation engaging and 

comprehensible. For example, Microsoft has used a “bias personas” exercise – bringing in 

stakeholders to imagine how an AI system might fail different hypothetical individuals – as a way 

to jointly identify potential issues. 

Examples: A case in point is Canada’s Algorithmic Impact Assessment framework, which not 

only assesses risk but involves public input for high-impact systems. Another example: in the 

Netherlands, an AI system for detecting welfare fraud was co-designed with input from ethicists, 

case workers, and citizens after a previous system was challenged for discrimination – the new 

approach aimed to rebuild legitimacy by being inclusive. On the product side, IBM’s work with 

disability communities to co-create an AI accessibility tool (for visually impaired users) ensured 

features like customizable voice output and integration with assistive devices, which the 

engineering team might not have gotten right alone. 

Outlook: Co-design in AI is still not mainstream, but it’s gaining momentum as part of the 

“participatory turn” in AI governance (dl.acm.org). As responsible AI guidelines increasingly call 

for stakeholder engagement, we can expect co-design to move from experimental to standard 

practice, especially for public sector AI or applications affecting sensitive human rights. The end 

goal aligns perfectly with responsible innovation: AI systems that are not only for people, but with 

people at every step – leading to outcomes that are more just, equitable, and context-appropriate. 

Case Study 3: Redefining “Response Quality” in AI Systems 
The Challenge: In the context of AI, especially conversational AI and decision-support systems, 

what constitutes a “high-quality” response? Traditionally, quality might be understood in narrow 

technical terms – e.g., accuracy, relevance, or fluency of the AI’s output. However, as AI assistants 

https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=The%20methods%20involved%20and%20depth,be%20split%20between%20four%20categories
https://www.nesta.org.uk/report/participatory-ai-humanitarian-innovation-briefing-paper/#:~:text=along%20the%20AI%20development%20pipeline,problem%20space%20and%20the%20technology
https://dl.acm.org/doi/fullHtml/10.1145/3617694.3623261#:~:text=The%20Participatory%20Turn%20in%20AI,participatory%20approaches%20to%20AI%20design


Responsible Innovation and AI  April 26, 2025 

21 

like chatbots, customer service AIs, and generative models become widespread, expectations of 

quality are evolving to include ethical and contextual dimensions. A response that is factually 

correct but culturally insensitive or privacy-violating is not considered high-quality from a 

responsible innovation standpoint. Moreover, different applications and user groups define “good” 

responses differently: a doctor using an AI diagnostic aid cares most about accuracy and 

explanation, while a student using an educational Q&A bot might value clarity and encouragement; 

a customer interacting with a support chatbot might prioritize quick resolution and politeness, 

whereas a marginalized user might focus on feeling respected and not encountering bias in the 

response. Thus, AI designers face the task of balancing and defining quality criteria that are 

context-dependent and value-laden. 

Evolving Quality Criteria: Modern frameworks suggest that AI output quality must be multi-

faceted. One industry approach, championed by Anthropic for AI assistants, is the “HHH” model 

– Helpful, Honest, Harmless – meaning a high-quality response should effectively address the 

user’s query (helpful), be truthful and correct (honest), and not cause harm (harmless) 

(anthropic.com, bcg.com). OpenAI similarly optimizes its ChatGPT along axes like usefulness, 

truthfulness, and safety. These expand on pure accuracy by adding ethical safety as an integral 

part of quality. For instance, if asked for medical advice, a useful and truthful response that 

encourages self-harm or violates medical ethics would not be considered high-quality despite 

factual correctness, because it fails the harmlessness criterion. 

In academic and policy discussions, there’s an understanding that quality = functional performance 

+ ethical appropriateness. A recent overview argues that evaluating generative AI quality requires 

considering functional metrics (like coherence, correctness) and human-centric and ethical factors 

(like fairness, bias, and user experience) (product-minds.ai). Indeed, a comprehensive view of 

“what would it take to trust the output of an AI model” includes properties such as relevance to 

the query, factual accuracy, clarity, consistency, lack of bias, respect for privacy, and 

adherence to norms or regulations (product-minds.ai, product-minds.ai). Context matters 

enormously: a “high-quality” joke from a comedy chatbot might intentionally push boundaries 

(edginess could be a quality in that context), while in a legal advice bot, even a mild joke would 

be out of place (quality there means formality and precision). So, responsible AI work has 

introduced the idea of contextual response quality – evaluating AI outputs with criteria tailored 

to the domain and use-case. 

https://www.anthropic.com/news/introducing-claude#:~:text=Claude%20is%20a%20next,honest%2C%20and%20harmless%20AI%20systems
https://www.bcg.com/press/14september2023-bcg-anthropic-announce-new-collaboration-responsible-genai#:~:text=,aims%20to%20help%20clients
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=Assessing%20the%20quality%20of%20generative,valuable%20tool%20across%20various%20applications
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=Assessing%20the%20quality%20of%20generative,valuable%20tool%20across%20various%20applications
https://product-minds.ai/articles/measuring-the-quality-of-your-generative-ai-solution/#:~:text=ensure%20that%20AI%20systems%20are,valuable%20tool%20across%20various%20applications
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Practical Approaches to Ensure Quality: One approach is to set up evaluation frameworks 

with multiple metrics. For example, the Stanford HELM benchmark (Holistic Evaluation of 

Language Models) recently proposed evaluating language model responses across dimensions like 

accuracy, calibration, fairness, toxicity, and robustness simultaneously, reflecting a broader notion 

of quality in different scenarios. Companies often employ human rating programs where human 

evaluators rate AI responses on various criteria – not just correctness or coherence, but also things 

like “Was this response unbiased and respectful?”, “Did it follow instructions and avoid forbidden 

content?”. These ratings feed into reinforcement learning or other fine-tuning to improve the 

model. This is exactly how ChatGPT and similar models were trained via RLHF (Reinforcement 

Learning from Human Feedback) – humans provided preference judgments balancing helpfulness 

vs. safety, effectively encoding a certain definition of quality. 

Context-specific high-quality responses also require AI to adapt its style. For instance, in 

healthcare, a quality response from an AI should ideally be empathetic (not just a dry diagnosis). 

In education, a quality response might be one that guides the student to think rather than just giving 

away the answer – thus aligning with pedagogical values. This has led to specialized tuning: there 

are AI tutor models trained to prioritize explanatory, step-by-step answers (quality = did the student 

learn?), whereas a general model might just output the solution (which is correct but lower 

educational quality). 

The notion of “appropriate” responses ties into cultural and ethical alignment. A high-quality 

response in a given region must fit that region’s social norms (as discussed in Case Study 1). For 

example, when AI systems were deployed to answer questions about religion or politics in different 

countries, developers found that quality meant neither avoiding the question nor giving an 

inflammatory answer, but rather a respectful, culturally aware explanation (powerdrill.ai, 

powerdrill.ai). This is tricky – it requires flexible AI that can modulate tone and content guidelines 

per context. 

Ensuring Ongoing Quality: Quality expectations aren’t static – as users become more 

sophisticated in using AI, their bar rises. Early on, just getting a relevant answer felt magical; now, 

users notice if an answer is biased or too generic. Responsible innovation means continuously 

updating AI systems to meet these rising expectations. For example, initially, many chatbots would 

refuse to answer certain sensitive questions altogether (err on side of caution). That was safe but 

https://powerdrill.ai/discover/summary-break-the-checkbox-challenging-closed-style-cm73ttbhu74gm07m0u22f20xi#:~:text=Break%20the%20Checkbox%3A%20Challenging%20Closed,Culturally%20Enriched%20Datasets
https://powerdrill.ai/discover/summary-break-the-checkbox-challenging-closed-style-cm73ttbhu74gm07m0u22f20xi#:~:text=This%20framework%20aims%20to%20generate,Culturally%20Enriched%20Datasets
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often unhelpful – users complained about stonewalling. The next iteration tries to provide some 

answer within safe boundaries, which is a more nuanced quality improvement. 

Another dimension is user feedback loops in deployed systems – many AI services now have 

thumbs-up/down or “report issue” features. Aggregating this feedback can highlight systemic 

problems (e.g., if many users mark an AI’s responses as offensive, it signals a quality failure in 

that area that needs fixing). In the spirit of responsible innovation, companies also sometimes 

consult external advisory councils to define quality for tricky domains (for instance, OpenAI has 

taken input from mental health experts to define what a good response looks like if someone asks 

an AI for psychological counseling – balancing empathy, accuracy, and directing the user to 

professional help when needed). 

Case in Point – Moderation vs. Usefulness: A very tangible example of evolving quality 

definitions is content moderation in AI assistants. A few years ago, a “quality” answer might simply 

mean no policy violations – the AI avoided disallowed content. But now, if a user asks about a 

sensitive topic (say, self-harm), simply refusing with a generic “I cannot help with that” is not seen 

as high-quality or responsible. Instead, the AI should provide a safe-yet-supportive response: 

perhaps encourage the user to seek help, show empathy, and give some general coping strategies 

while staying within safety guidelines. This blends harmlessness with helpfulness. The bar for 

quality has effectively risen to: did the AI handle this sensitive query in a manner that is tactful, 

caring, and ethically appropriate, not just safe? 

Measurement and Standards: Work is underway to formalize these expectations. The NIST AI 

Evaluation group and other standards bodies are looking into metrics for things like explainability 

quality (does the explanation given by an AI actually improve user understanding?) 

(nvlpubs.nist.gov), or for bias (does the model’s performance/behavior remain equally high-

quality across different demographics?). There’s recognition that quality includes consistency and 

reliability as well – a great answer one time and a terrible answer the next is problematic. Users 

expect consistency in quality. Thus, testing now often involves checking an AI over many sessions 

to see if it degrades or goes off track (the so-called “long conversation” problem where the quality 

can drop as context length increases). If quality degrades over a long chat (getting incoherent or 

inaccurate), that’s a mark against it. Engineers then adjust the system to maintain performance. 

https://nvlpubs.nist.gov/nistpubs/ir/2021/NIST.IR.8312.pdf#:~:text=,possibilities%20for%20how%20to
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Contextual Personalization vs. Standards: A tension exists between customizing what is a high-

quality response for each user (personalization) and having a universal standard. Responsible AI 

tries to accommodate personalization (because users have different needs – e.g., some might prefer 

concise answers, others detailed). Many systems let users set preferences now (“I prefer brief 

answers” or content filters like “do/do not show me explicit content”). The AI then defines quality 

partly by fulfilling the user’s stated preferences. However, it must not violate overarching ethical 

limits in doing so. An example: a user might prefer edgy humor, but the AI still shouldn’t deliver 

hate speech under the guise of humor. So there’s a layered notion of quality: user-level quality 

(satisfying the user’s request and style preference) bounded by global quality (respecting ethical 

principles, legal norms). 

In professional contexts, domain-specific quality benchmarks are emerging. In medicine, a 

“good” AI diagnosis is measured by clinical outcomes and adherence to medical knowledge; 

initiatives like the FDA’s proposed evaluation framework for AI in healthcare include assessing 

clinical validity and reliability of AI outputs as a quality measure (cmhealthlaw.com). In law, 

quality might involve how well an AI’s advice aligns with actual legal statutes and whether its 

reasoning can be audited. 

Illustrative Example: Consider three scenarios and what “high-quality response” means in each: 

• Customer Support AI (e.g., airline chatbot): Quality = correct information (flight details, 

policies), quick resolution, polite tone, and handling of frustration. If the user is angry, a 

quality response includes de-escalation (sympathy and apologies) – a purely factual but 

cold response might be low-quality even if accurate. 

• Educational Tutor AI (for math problems): Quality = not just giving the answer, but 

explaining it stepwise, adapting to the student’s level of understanding, and perhaps 

providing encouragement. If the answer is wrong (even occasionally), that’s obviously 

low-quality; but also if it’s right without explanation, teachers might deem it pedagogically 

low-quality. So the criteria include pedagogical soundness. 

• Content Recommender AI (e.g., TikTok algorithm recommending videos): Here a 

“response” is a set of content recommendations. Quality from a user perspective is 

relevance and enjoyment, but responsible innovation adds diversity (avoiding echo 

chambers) and safety (not recommending harmful misinformation). Platforms like 

https://www.cmhealthlaw.com/2025/01/fda-proposes-framework-to-assess-ai-model-output-credibility-to-support-regulatory-decision-making/#:~:text=FDA%20Proposes%20Framework%20to%20Assess,a%20particular%20context%20of%20use
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YouTube have had to redefine recommendation quality to demote conspiracy content even 

if a subset of users have engaged with it heavily, because societal harm weighs into the 

quality judgment. 

Conclusion of Case: The evolution of response quality highlights how responsible innovation 

broadens the success criteria for AI systems. It’s no longer sufficient to optimize an AI solely for 

task performance; one must also evaluate ethical performance. High-quality AI responses are those 

that are effective, correct, and aligned with human values and context. This case underlines the 

importance of continually revisiting and updating quality metrics as our understanding of “good” 

AI behavior deepens. It also reinforces that quality is not purely a technical metric but a socio-

technical one – defined in conversation with users, shaped by cultural norms, and assessed through 

both quantitative and qualitative means. Responsible innovation demands that we treat the notion 

of quality as dynamic and comprehensive, ensuring AI systems remain not just intelligent, but also 

respectful, trustworthy, and attuned to the humans they serve (product-minds.ai). 
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